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Data stream
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Near-surface exploration

exploration 1

Management

● Different internal and 

external topology

exploration 2

Gaps
● Recordsize

● Ashfit

● Device number

exploration 3

Performance

● Good enough in throughput

● The writing impact the read

● Small block size read when 

cache miss
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● High density JBOD

● LSI 9300-8e 12Gbps SAS HBA
○ SAS bandwidth half duplex (x8 wide bus) 

■ Single port 4800 MB/s, Dual port 9600 MB/s

■ The 16 ports or 8 ports adapter only PCIE Gen3 x8, 7876MB/s

○ External Mini SAS HD 4x 12 Gbps Cable (SFF-8644)

■ External receptacles and copper cable assemblies

■ About 3500MB~3756MB/s with an external 12Gbps x 4 lanes cable

■ 20 x NL SAS 2x(8+2 raidz2), READ: 2.3~2.4GB/s, WRITE: 2.8~3GB/s

JBOD + ZFS + distributed system(Lustre/others)

Be careful Shaolin iron 
finger when deploy
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ZFS issues in the production

Welcome to play WHAC-A-MOLE
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Driver name out of order

Zpool status show the failed disk was “sdfl1”

Kernel show the sdfl wwid: “4abb” , and sdfl was online

Attach a disk: sdcw,  wwid: “d9e8” 
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Same WWID
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Slow device
● After reboot, if the single device does not respond 

in the time, it will cause zpool to suspend again

● Responds after a few minutes
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Trace the slow device

● Only half throughput

● The fluctuation of latency over time

● Smart health is OK

● A branch of devices IO error

● HBA command timeout
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Slow device question

The issuing vendor reply: 

The drives show an increasing value in log page 03h, parameter code 0000 (ECC 

on-the-fly counter). 

ECC on-the-fly is necessary for HDDs to function properly at current areal 

densities. Rate of ECC on the fly can vary based on drive model, drive capacity, 

areal density, disk speed, and environmental factors. 

No risk during standard operation. The counter will increase as part of normal 

operation

1. The Competitors support this parameters

2. Just read error, no others 

3. Competitor value was extremely slower than 

the issuing vendor

4. Impact the performance

NL-SAS HDD in the 

same JBOD

Vendor 

(err/corrected)

Issuing 

vendor

Write error 0/0 76/76

Read error 0/ 2170 0/1100081991

Verify error 0/1 0/24415719

Non medium 0 17183

Read TB 472.75 591.55

Write TB 34.12 35.21
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Slow device latency
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Performance fluctuation

● High loading

○ Get high latency device by log

○ Failed disappeared after high loading

○ Offline and Self test

■ Show error

● replace

■ Pass test ?

● Device overloading
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Import failed

Do not use -F parameter, if you want , 

use -F and -n

In this cause, it ‘s show the zpool could not be imported
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Got the mess timestamp and wrong zpool info  in sdi

Import failed by single device
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Manual rollback by “-T”
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ZFS Overhead and performance
You could get many issues, because zfs is open source and easy to test
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RaidZ capacity

ashfit=12 (blue)
For performance

ashfit=9 (black)
For capacity
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Data occupancy cost

● After the zpool created

● The test case, 9x 1MiB files save in 

different recordsize

● If each cycle has the same angle 

that means they take the same 

space

● Eg: The outermost cycle

● 9216KiB files consumed 26050 KiB 

with 4KiB recordsize

● The innermost cycle takes the least 

space

● The lower recordsize will take the 

more extra available space for the 

same files
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Small read block when cache miss

● Ashfit = 12,  Raidz2 8+2

● ZFS 0.7.13 and 0.8.4 Posix layer

● ARC miss read

● Set the small read block size could trigger 

the read amplification

● 64K/128K is a balanced choice, the lower 

amplification if the ARC cache miss

That why we can ‘t use 1M recordsize for too many tiny files

Add more ARC and  L2ARC

Recordszie=1M Read 1MiB file

Read 1MiB File by 

Block size 4K

256MiB/s to HDD

8KiB 128MiB/s

16KiB 64MiB/s

32KiB 32MiB/s

64KiB 16MiB/s

128KiB 8MiB/s

1MiB 1MiB/s
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Parallel write impact (Only 0.6 is OK)
CentOS 7 raidz2 8+2, 128K parallel write dir(read secs) The same files after cp(secs)

0.8.4(after create) 84~99 60~61

0.8.4(FRAG 13%) 113~119 67~68

0.7.13(after create) 94~100 64~67

0.7.13(FRAG 51%) 133~141 75~77

0.6.5.11(after create) 99~100 101~103

parallelcopy

Single process write compare with multiple 

processes write at the same time, multiple 
write cause the bad read performance 

ZFS blocks allocation
More iops and the lower BW



深圳国家基因库 China National GeneBank

Release the write throttle in default config

zio_dva_throttle_enabled controls 
throttling of block allocations in the 
ZFS I/O (ZIO) pipeline.
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Work with Bioinformatics software

● Too many files  (large than a billion in single 

namespace)

○ Tons of metadata stress

■ 10 millions files and dirs in single 

dir

● No any sub-directory

● Too many empty files and 

dirs

● The base unit is a “line”

○ That way too many random small IO

○ Eg: sort each line for a huge file

■ 4K/8K sequence/random(sort) 

I/O
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Hot and cold files



深圳国家基因库 China National GeneBank

A BIO job CPU IPC
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CPU access remote memory
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● Trace system events
○ Need more optimize

■ Futex

■ Getrusage

■ Clock_gettime
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PLY script for eBPF

The eBPF tool is available as a Technology Preview in RHEL 7.6

Ply is easy to use and install, lightweight



深圳国家基因库 China National GeneBank

Profile-bpfcc output flamegraph
/usr/share/bcc/tools/profile -f 120 

> out.folded

cat out.folded | ./flamegraph.pl > 

test.svg

Mapping reads

← pin local numa resource (300s)

12 threads in 12 threads in a node

Mapping reads

← force process fight(300s)

24 threads in 12 threads in a node

(Simulated user actions, Our users 

like more threads fight)
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Monitor

Enable ZFS debug message log

echo 1 > /sys/module/zfs/parameters/zfs_dbgmsg_enable

/proc/spl/kstat/zfs/dbgmsg

/proc/spl/kstat/zfs/$pool_name

arcstat,arc_summary,zpool iostat -lv,-w,-r, zdb(powerful)……

When 5s(default config) pass without a successful MMP write in any 

device, the suspended will coming.  You have to power reset

99.9% zpool suspended because single HDD write failed

zpool import protection offered by MMP without the concern that it 

might suspend your pool

Set zfs_multihost_fail_intervals = 0 (Test carefully with 0.7.13)

SAS PHY signal: 

Running disparity,phy reset,loss of dword sync,Invalid dword
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Optimization and monitor
/proc/spl/kstat/zfs/dmu_txg

/proc/spl/kstat/zfs/tank/txgs

/proc/spl/kstat/zfs/arcstats

Lustre not support ZIL，In the high loading，ZFS OPEN frequently

Increase value for /sys/module/zfs/parameters/zfs_dirty_data_sync, dmu_dirty_delay and dmu_tx_dirty_over_max count 

not rise, the sync interval be better

it depends the write loading 

Too many small write serially in bioinformatics software

Enable zfs_prefetch_disable helps us

echo 0 > /sys/module/zfs/parameters/zfs_prefetch_disable

Why the zfs default parameters limit zpool performance ?
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Disabled in most of firmware

● WCE (Write Cache Enable)

○ bit 0 SCSI WRITE commands may not return status and 

completion message bytes until all data has been written 

to the media.

○ 1 SCSI WRITE commands may return status and 

completion message bytes as soon as all data has been 

received from the host.

○ 4K randwrite 3x IOPS

● EN_BMS (Enable Background Medium Scan)

○ Bit 0 An enable background medium scan (EN_BMS) bit 

set to zero specifies that background medium scan is 

disabled.

○ 1 An EN_BMS bit set to one specifies that background 

medium scan operations are enabled. If the EN_PS bit is 

also set to one then a background medium scan 

operation shall not start until after the pre-scan operation 

is halted or completed.

○ Reduce device life, start/stop continual

■ Help check error and generate new error

■ It always loop running, and not exit for

○ Replace it by scrub and smart test
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Clean tiny files

➔ Only scan directory

◆ Record size of directory to make sure the huge directory

◆ All scan stress on Lustre MDT(SSD), offload find IO in each OST

◆ Find speed improve 30x

➔ File system changelog

◆ Lustre changelog unstable
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ZFS highlight 

● Perfect throughput

● Easy to manage with different manufacturers

● The cheapest price

● More readily automated/monitor

● ZFS is a lighthouse for a lot of open-source and private 

project, A real Enterprise features and open-source file 

system
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OpenZFS, Ext4 in the production
OpenZFS Ext4/ldiskfs

Online scrub Y N

Checksum block data Y N, only metadata, deps the hardware

Crash consistency Y N, Full fsck time ?

Online async replication Y N

Compression Y (lz4 1.02x～1.20x in different environment) N

Performance Lustre does not support zfs zil or another write cache balance

Software manageability Easy (resolved all maintain issues) Easy

Hardware IO Expander management module no detail log, no full support for T10 ses Mature enough in SAN vendor

Crash ratio zfs 0.7.x (MMP, high) > zfs 0.6.5 (low) Low

Cost-effective The cheapest price, be good at throughput costly, limit the performance
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All issues just in the ZOL open-source version, not sure in the others fork version

ZOL_issues #2831#2449 #4877 #7068 #7709 #7731 #7834 #8495 #10018 #10838 #10873

With special thanks to a zfs developer’s powerful help

2020-09

https://github.com/openzfs/zfs/issues

